Stat 406 – Spring 2020
Homework 4
Due 4pm, Wednesday, 15 April, by e-mail to Dr. Dixon
All parts of this assignment use a data set on the locations of Starbucks coffee shops in Massachusetts.   There are three files:
	Starbucks.csv: the x, y locations of coffee shops.  
		I don’t the coordinate system.  It looks like UTM, but you don’t need to worry about it.
		Distance is in meters.
	ma.Rdata: a saved copy of ma, an owin object describing the MA borders.
	pop.Rdata: a saved copy of pop, an im object, a fine grid with the (approx.) population

1) Loading the data and analyzing clustering

a)  Create a ppp object with the appropriate sampling window (Massachusetts).  Plot the locations.  Your answer is the plot.

b) Use the L(x) function and appropriate simulation envelope to evaluate whether locations are clustered, regular, or appear to be random.  Plot the simulation envelope and observed L function so that the theoretical expectation of L(x) is a flat line at 0.  Your answer is the plot.

c) Use the pair correlation = g(x) function and appropriate simulation envelope to evaluate 
whether locations are clustered, regular, or appear to be random.  Plot the simulation envelope and observed g function on a log scale.  Your answer is the plot.

d) It is common to interpret these plots by finding the distance where the observed curve is farthest from the theoretical expectation (or from an envelope bound).  This distance is interpreted as where clustering (or inhibition) is the strongest.  Briefly explain why L(x) suggests that clustering is strongest at ca 40000m but g(x) suggests the opposite (strongest at ca 0m).

e) Use the Diggle-Cressie-Loosmore-Ford test to test the null hypothesis of no clustering for distances between 0m and 1000m.   Report the p-value.

f) Calculate the average number of coffee shops within 9998m (approx. 10km) of a coffee shop?
Hint: Remember the definition of K(x).  You can extract summary function values for individual rows by as.data.frame(A)[row number,], where A is the K, L, or g function result (not the envelope), and row number is the desired row number.  Row 134 should be for r=9998.
Note: This is the not the excess cases computation described in the notes.  It is one component of that calculation.

g) If coffee shops are randomly located (i.e. CSR), what is the expected number of coffee shops within 9998m (approx. 10km) of a coffee shop?

2) Estimating local intensity

a) Estimate the optimum bandwidth using a1) the Diggle-Berman criterion and a2) the Cronie-van Lieshout criterion.  Your answer is the two bandwidths.

b) Which of these two criteria (Diggle-Berman or Cronie-van Lieshout) will smooth the data more?  Briefly explain your answer.

c) Draw a map of the estimated local intensity using the Cronie-van Lieshout criterion.  Your answer is the map.

3) Modeling intensity

a) Starting with pop, an image with the population, calculate an image of natural log transformed pop.  Plot the map of logpop.  Your answer is the plot.

b) Fit an inhomogeneous Poisson model where the log intensity = B0 + B1 logpop.  What are the estimated values of B0 and B1?
Note: Ignore the warnings about NA values at quadrature points.  I believe these arise because MA has such an irregular boundary.

c) If the intensity of coffee shops is proportional to population size, what would be the value of B1?  
Note: My answers will explain why this can be a very useful thing to consider.

d) Calculate and plot the predicted intensity as a function of log pop.  Include standard error bars on your plot.

[bookmark: _GoBack]e) Fit an inhomogeneous Poisson model where the log intensity = B0 + B1 logpop + B2 x.  Is B2 significantly different from 0?

f) Try to fit an inhomogeneous Poisson model where the log intensity = B0 + B1 logpop + B2 y.  Can R compute standard errors for the coefficients in this model?  



Stat 406 


–


 


Spring 2020


 


Homework 4


 


Due 4pm, 


Wednesday,


 


15 April


, 


by e


-


mail to Dr. Dixon


 


All parts of this assignment use a data set on the locations of Starbucks coffee shops in 


Massachusetts


.  


 


There are three files:


 


 


S


tarbucks.


csv: the x, y locations of coffee shops.  


 


 


 


I don


’


t 


the coordinate system. 


 


I


t looks like UTM


, but you don


’


t need to worry about it.


 


 


 


Distance is in meters.


 


 


m


a.


Rd


ata: a saved copy of ma, an owin object describing the MA borders.


 


 


p


op.


Rdata


: a save


d


 


copy of pop, an im


 


object


, 


a fine grid with 


the


 


(


approx.


) population


 


 


1) Loading the data and analyzing clustering


 


 


a) 


 


Create a ppp object with the appropriate sampling window (Massachusetts).  Plot the 


locations.  Your answer is the plot.


 


 


b) 


Use the L(x) function 


and appropriate 


s


imulation 


envelope 


to 


evaluate 


whether locations 


are clustered, regular, or appear to be random.  


Plot the simulation envelope and observed L 


function so that the theoretical expectation of L(x) is a flat line at 0.


  


Your answer is the plot.


 


 


c) 


Use the 


pair correlation = g


(x) function 


and appropriate 


s


imulation 


envelope 


to 


evaluate 


 


whether locations are clustered, regular, or appear to be random.  


Plot the simulation 


envelope and observed 


g


 


function 


on a log scale.  


Your answer is the plot.


 


 


d) 


It is common to interpr


et these plots by finding the distance where the observed curve is 


farthest from the theor


etical expectation (or from an 


envelope bound).  This distance is 


interpreted as where clustering (or inhibition) 


is the stronge


st.  


Briefly explain why 


L(x) 


suggests that clustering is strongest at ca 40000m 


but g(x) s


uggests the opposite (strongest at 


ca 0m).


 


 


e) Use the Diggle


-


Cressie


-


Loosmore


-


Ford test to test the null hypothesis of no clustering 


for 


distances 


between 0m and 1000m.  


 


Report the p


-


value.


 


 


f) Calculate 


the average number of 


coffee shops with


in 9998m (


approx.


 


10km) of a coffee 


shop?


 


Hint


: Remember the definition of K(x).  You can extract summary functi


on values for 


individual rows


 


by as.data.frame(A)[row number,], where A is the K, L, or g f


unction result 


(not the envelope), and row number


 


is the desired row number.  Row 134 should be for 


r=9998.


 




Stat 406  –   Spring 2020   Homework 4   Due 4pm,  Wednesday,   15 April ,  by e - mail to Dr. Dixon   All parts of this assignment use a data set on the locations of Starbucks coffee shops in  Massachusetts .     There are three files:     S tarbucks. csv: the x, y locations of coffee shops.         I don ’ t  the coordinate system.    I t looks like UTM , but you don ’ t need to worry about it.       Distance is in meters.     m a. Rd ata: a saved copy of ma, an owin object describing the MA borders.     p op. Rdata : a save d   copy of pop, an im   object ,  a fine grid with  the   ( approx. ) population     1) Loading the data and analyzing clustering     a)    Create a ppp object with the appropriate sampling window (Massachusetts).  Plot the  locations.  Your answer is the plot.     b)  Use the L(x) function  and appropriate  s imulation  envelope  to  evaluate  whether locations  are clustered, regular, or appear to be random.   Plot the simulation envelope and observed L  function so that the theoretical expectation of L(x) is a flat line at 0.    Your answer is the plot.     c)  Use the  pair correlation = g (x) function  and appropriate  s imulation  envelope  to  evaluate    whether locations are clustered, regular, or appear to be random.   Plot the simulation  envelope and observed  g   function  on a log scale.   Your answer is the plot.     d)  It is common to interpr et these plots by finding the distance where the observed curve is  farthest from the theor etical expectation (or from an  envelope bound).  This distance is  interpreted as where clustering (or inhibition)  is the stronge st.   Briefly explain why  L(x)  suggests that clustering is strongest at ca 40000m  but g(x) s uggests the opposite (strongest at  ca 0m).     e) Use the Diggle - Cressie - Loosmore - Ford test to test the null hypothesis of no clustering  for  distances  between 0m and 1000m.     Report the p - value.     f) Calculate  the average number of  coffee shops with in 9998m ( approx.   10km) of a coffee  shop?   Hint : Remember the definition of K(x).  You can extract summary functi on values for  individual rows   by as.data.frame(A)[row number,], where A is the K, L, or g f unction result  (not the envelope), and row number   is the desired row number.  Row 134 should be for  r=9998.  

